ACTUALIDAD

Deepfakes, ataques cuanticos y
malware autonomo: el nuevo rostro de la

ciberamenaza

El avance imparable de la inteligencia artificial esta transformando el panorama de la
ciberseguridad a una velocidad sin precedentes. Lejos de ser solo una aliada, la IA se
convierte ahora en un arma de doble filo: alimenta nuevas generaciones de ataques mientras
se perfila como herramienta clave para defenderse de ellos. Empresas, expertos y gobiernos
enfrentan los retos de una era en la que la inteligencia artificial no solo predice el futuro de
la ciberseguridad, sino que lo ejecuta

Ménica Ramirez
En un mundo cada vez mds digita-
lizado, donde los datos fluyen sin
fronteras y la infraestructura critica
depende de sistemas interconectados,
la ciberseguridad ha dejado de ser un
dmbito exclusivamente técnico para
convertirse en una prioridad estraté-
gica. Y en el epicentro de esta trans-
formacién se encuentra la inteligencia
artificial (IA), protagonista indiscu-
tible de un cambio de paradigma que
afectard a gobiernos, empresas y ciu-
dadanos por igual.

La firma Check Point Software ha
sido clara en su diagnéstico: la con-
vergencia entre IA auténoma, arqui-
tecturas web avanzadas, amenazas
cudnticas y entornos hiperconectados
redefinira la resiliencia de las organi-
zaciones en 2026.

IA: aliada y amenaza al mismo
tiempo

“La prioridad hoy para las empresas
no es solo usar la inteligencia artifi-
cial, sino también defenderse de ella”,
sentencié Mario Garcia, director ge-
neral de Check Point para Espaifia y
Portugal, durante un reciente encuen-
tro con medios especializados. Se-
gun explico, los atacantes ya se estin
aprovechando de modelos generativos
para lanzar ofensivas mds rdpidas, mis
creativas y dificiles de rastrear. Sin
embargo, recordé que los defensores
también llevan afios aplicando IA para
anticiparse a los riesgos.

Uno de los casos que ilustra esta
nueva era es el considerado “ataque
del afio”, documentado por Anthropic
(empresa lider en IA): un ciberataque
totalmente automatizado por inteli-

gencia artificial, capaz de ejecutar ta-
reas de reconocimiento, explotacién
y movimientos laterales con autono-
mia completa. Este tipo de agresiones
marcan un antes y un después en la
forma en que entendemos la defensa
digital.

El auge de los agentes
auténomos

Una de las predicciones més disrupti-
vas del informe de Check Point es la
llegada de la “IA agentiva™ sistemas
auténomos que no solo asisten, sino
que toman decisiones por si mismos.
En este nuevo entorno, agentes de
IA podrin gestionar presupuestos,
optimizar cadenas logisticas y tomar
decisiones operativas sin intervencién
humana directa.

El principal riesgo en este supues-
to es que se produzca una autonomia
descontrolada que exija auditorias
continuas y mecanismos de trazabili-
dad completos.

Web 4.0: nueva frontera de
seguridad

A esto se suma la irrupcién de la lla-
mada Web 4.0, un ecosistema digital
basado en computacién espacial, rea-
lidad extendida y gemelos digitales.
Las organizaciones podrin simular
plantas industriales, ciudades o cam-
pus en tiempo real, pero también de-
berdn afrontar nuevos desafios de in-
teroperabilidad y seguridad entre los
mundos fisico y virtual.

Identidad en crisis: deepfakes y
fraude conversacional

Otro de los puntos criticos serd la
suplantacién de identidad median-

te voz, video o texto generados por
IA. Segin Check Point, en 2026 serd
técnicamente posible falsificar una
videollamada o una orden por voz
con tal realismo que podria engafiar
incluso a expertos en seguridad. Los
casos no son hipotéticos: una empresa
multinacional ya sufri6 un fraude por
25 millones de délares debido a una
videollamada “deepfake” que suplantd
a su CFO (director financiero).

Las empresas deberdn incorporar
autenticacion conductual, validacién
de contexto y anilisis de patrones
para verificar interacciones que, a
simple vista, parecen auténticas.

Nuevos vectores de ataque: mo-
delos como objetivo

El crecimiento de los grandes mo-
delos de lenguaje (LLM) ha abierto
un nuevo flanco: los propios modelos
pueden ser atacados. A través de la in-
yeccién de “prompts” maliciosos o el
envenenamiento de datos de entrena-
miento, los ciberdelincuentes pueden
modificar el comportamiento de una
IA para obtener acceso privilegiado o
sabotear decisiones criticas. En este
escenario, el ciclo de vida del mode-
lo (datos, entrenamiento, validacion
y despliegue) deberd estar gobernado
con el mismo rigor que cualquier ac-
tivo de misioén critica.

La carrera cuantica y el riesgo
latente

Aunque los ordenadores cudnticos
ain no han alcanzado su pleno po-
tencial, los atacantes ya operan bajo
la estrategia “harvest now, decrypt
later™ capturan datos cifrados hoy
para descifrarlos mafiana. Este ries-
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go ha impulsado a organismos como
el Instituto Nacional de Estindares
y Tecnologia de EE. UU (National
Institute of Standards and Techno-
logy — NIST) a promover estindares
de criptografia poscudntica, que ya
comienzan a ser adoptados en orga-
nizaciones estratégicas de Europa y
América.

Espaiia, por su parte, ha creado el
Centro Nacional de Supercomputa-
ci6n Cudntica en Barcelona, reforzan-
do su apuesta por estar en la primera
linea de esta revolucién tecnolégica.

¢{Estan las empresas
preparadas?

No del todo. Asi lo revela un informe
de Boston Consulting Group (BCG),
segtn el cual solo el 7% de las em-
presas ha implementado herramientas
de defensa impulsadas por IA, pese a
que el 60% reconoce haber sufrido
ataques con componentes de IA en el
ultimo afio. E1 88% planea adoptarlas
préximamente, pero la brecha entre
amenaza y reaccién sigue siendo pre-
ocupante.

Entre los obsticulos figuran la falta
de talento especializado, presupuestos
limitados y marcos regulatorios ain
inmaduros. En América Latina, por
ejemplo, el desfase entre velocidad de
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ataque y capacidad de respuesta es es-
pecialmente critico.

En el dmbito de las empresas del
sector industrial, segiin publicaba el
Barémetro Industrial del Consejo
General de la Ingenierfa Técnica In-
dustrial de Espafia (COGITTI), el 75%
de los ingenieros que trabajan en ellas
considera que es un tema importante
a la hora de hacer frente a las amena-
zas de los avances tecnolégicos, y casi
la mitad de los encuestados (46,35%)
sitda el nivel de integraci6n actual de
la misma en este sector en una opcién
intermedia.

En cuanto a la inteligencia artifi-
cial, se percibe un interés creciente,
aunque todavia muchas empresas
no han iniciado su preparacién para
integrarla. El 46% afirma no haber
dado pasos concretos en este sentido,
si bien se reconoce de forma mayori-
taria su potencial para transformar el
modelo industrial, mejorar la eficien-
cia operativa y abrir nuevas oportuni-
dades de negocio; frente al 24% de las
empresas que aseguran estar prepara-
das en gran medida, segtn el citado
Barémetro Industrial.

Las amenazas que dominaran
2026
La encuesta global de BCG, por su

parte, indica que los riesgos que mids
inquietan a los ejecutivos son el fraude
financiero potenciado por TA (43%), la
Ingenierfa social adaptativa (39%), el
Malware que aprende y evade defen-
sas (26%) y el “Prompt injection” y
manipulacién de modelos 22%).

La lista deja claro que la ciberse-
guridad ya no se limita a firewalls o
antivirus: ahora exige inteligencia
adaptativa, monitorizacién continua y
marcos de gobernanza mds estrictos.

Sectores mas afectados y ata-
ques en evolucion
Entre los sectores mds golpeados por
ciberataques con IA se encuentran la
salud, con ataques que han paralizado
sistemas hospitalarios y retrasado ci-
rugfas; los servicios financieros, blan-
co preferido del fraude conversacional
y videollamadas deepfake; los gobier-
nos de los paises, donde la ingenieria
social con IA busca comprometer
cuentas privilegiadas, y al dmbito de
la manufactura, donde los agentes
maliciosos interrumpen lineas de
produccién con malware adaptativo.
Por ubicacién, los paises mds ata-
cados han sido Estados Unidos y Co-
rea del Sur, seguidos por economias
europeas y mercados emergentes lati-
noamericanos.
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Cuantificacion del impacto
econoémico

Con relacién al impacto econdémico
de los ciberataques con IA, se estima
que el coste global de los ciberataques
alcanzé los 10,5 billones de délares en
2025, con un crecimiento anual del
15%. Por su parte, los ataques de ran-
somware sin cifrado (solo extorsién
por filtracién) aumentaron un 32% en
2023, tendencia que seguird en 2026,
y el uso de IA en ataques acelera la
velocidad de penetracién en redes un
300%, segun datos de Veeam.

IA también para defender

Aunque los atacantes han abrazado la
IA con rapidez, los defensores tam-
bién cuentan con las siguientes herra-
mientas:

* Motores de “machine learning”
capaces de detectar zero-days con
precisién superior al 90%. Ze-
ro-days o dia cero se refiere a una
vulnerabilidad de seguridad en
software o hardware que es des-
conocida para el fabricante y los
usuarios, lo que significa que no
existe una solucién o parche.
Plataformas SOAR que automa-
tizan la respuesta a incidentes y
reducen el tiempo medio de con-
tencion.
¢ Algoritmos predictivos, como los

usados por bancos espaiioles, que

detectan movimientos sospecho-
sos en milisegundos.
e Sistemas de anilisis conductual

que monitorean patrones para de-
tectar accesos andmalos, incluso
si las credenciales son vilidas.

Gobernanza y responsabilidad
Sin embargo, el futuro de la ciberse-
guridad no puede apoyarse solo en la
tecnologia. Los expertos proponen la
creacién de Consejos de Gobernanza
de IA, capaces de supervisar la adop-
cién ética, segura y controlada de sis-
temas auténomos. También sugieren
fortalecer la coordinacién entre CEO
y CISO (Chief Information Security
Officer) para garantizar que la ciber-
seguridad se eleve al mdximo nivel de
decision empresarial.

Ademds, un 72% de las organizacio-
nes apoya ya la prohibicién de pagos por
“ransomware” (secuestro de archivos),
conscientes de que perpetdan un ciclo
de impunidad y financiacién criminal.

El nuevo estandar: resiliencia,
cumplimiento y visibilidad
Los entornos multicloud, las platafor-
mas SaaS y la proliferacién de dispo-
sitivos IoT" han reducido la visibilidad
sobre la ubicacién de los datos. Segin
Veeam, solo el 29% de los responsables
de TT se sienten muy seguros de po-
der recuperar informacion critica tras
un ciberataque. Esta falta de confianza
evidencia que la resiliencia debe ir mis
alld del plano técnico: debe abarcar
cumplimiento normativo, gobernanza
y control de terceros.

Los estindares emergentes incluyen

politicas legibles por mdquina, anélisis
automatizados de riesgo y monitoreo
continuo de la cadena de suministro.

Hacia una defensa automatizada
e inteligente

Las soluciones SOAR (Security Or-
chestration, Automation and Res-
ponse) se perfilan como aliados es-
tratégicos para la proxima generacién
de defensa digital. Estas plataformas
integran herramientas diversas, auto-
matizan respuestas y reducen tiempos
criticos en plena crisis.

Paralelamente, los enfoques Zero
Trust y la seguridad desde la fase de
disefio estdn ganando traccién en
sectores clave como finanzas, salud y
administracién publica. Incluir la se-
guridad desde el disefio del software
no solo evita vulnerabilidades, sino
que reduce costes y mejora tiempos
de respuesta.

La inteligencia artificial ya no es
una promesa lejana. Estd aqui, mode-
lando amenazas y oportunidades en
tiempo real. Las organizaciones que
no adapten sus estrategias, talentos
y herramientas a esta nueva realidad
quedardn expuestas a un entorno mds
ripido, mds complejo y menos prede-
cible.

El afio 2026 marcard un punto de
inflexién: no solo se trata de resistir
ataques, sino de construir resiliencia
inteligente, basada en IA gobernada,
transparencia, agilidad y responsabi-
lidad compartida.

La IA puede proteger los sistemas de las amenazas cibernéticas a través del monitoreo automatizado, cortafuegos inteligentes y estrategias de defensa de asistentes
virtuales. Foto: Shutterstock.
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